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Introduction and Scope

ICT management as a priority has identified the continuation of critical processing activities.  

This Disaster Recovery Plan document has been prepared, in order to ensure minimum disruption, to provide flexibility of response and to provide guidance on which steps to take to recover from any incident regarding server loss, which may result in the normal processes being unable to be performed, or normal facilities being unavailable.

These procedures outline the activities necessary to invoke the recovery plan and use the recovery services which have been arranged by ICT Management to cover such eventualities.

This is an outline guide to the steps to be taken in the event of an incident impacting the IT division's ability to operate normally or to provide the standard level of service to users.

Detailed actions must be decided upon at the time of the incident, and will be dependent upon its nature and impact on the processing priorities at that point.

The timescales of recovery decisions / actions will also be highly dependent upon the nature of the incident, its potential or actual impact upon processing operations and the priorities at the time. 
When to use this procedure

Loss of any server: A replacement machine will be requested and recovered in the relevant computer room or Loss of a site (a site can be a campus, building, floor, laboratory, room etc.): Critical systems will be recovered alternatively, negotiations will commence for wide area network recovery if necessary.

These procedures are intended for use when there is an incident which has an effect on Identified Servers - Insurance Covered  (Annexure J), when any computer systems are unavailable, for whatever reason, and there is a possibility that critical processing cannot be carried out within the required timescales. 
The Recovery Management Team (Annexure A), led by the Team Leader (Annexure A), will evaluate the situation, and following assessment of the potential impact of the incident on the critical processing schedules, will decide whether to activate the Plan.

Following activation, the Security Officer (Annexure A) will use their task lists in this plan to ensure that the most effective means of recovery from the incident is achieved.  Response and recovery activities are dependent upon the nature and scope of the incident, and the business priorities applicable at the time.

Plan Structure
Recovery activities are based on one small effective team, working together, of which each person has specific areas of responsibility.  This plan is guided by the Key issues in the Institutional Technological Plan (ITP) and ICT Policies (See Annexure B).

Disaster Recovery Strategy
In the event that any number of server’s breakdown or are not able to perform as required, but the network infrastructure is still functional, suppliers will be requested to supply alternative servers.  

In the event of one of the computer rooms no longer being able to support ICT processing requirement for whatever reason, the services will be transferred to an alternative room.  If possible, equipment from the failing computer room will be transported to the other room; else equipment will be sourced from the DR Services Supplier (Annexure C).  The network will be switched to run from the alternative room.

Duration of servers down will be depending on the nature of the incident.

Backups of all critical data are stored in the departmental safe; if possible these backups will be used to restore the systems.  Outsourced Backup Services (Annexure C) will also be contacted to deliver the weekly full data backups.

Call Out Authority

The decision to activate the Recovery Procedures may only be taken by the Recovery Management Team Leader or in his absence his deputy, when an incident threatens to impact processing of applications supporting critical business functions and authorized to make decisions and to take actions necessary to enable the recovery of facilities and/or services and to initiate actions to recover or repair ICT facilities, as required.

Major Assumptions

The successful operation of this procedure is based upon the following basic assumptions:

Critical ICT data is regularly and correctly backed up and transported to an approved off-site location. These back-ups are stored securely, and are readily available for use when required. Procedures for contacting personnel are maintained up-to-date.

All departments securely retain any source documentation for data input until it is confirmed that the relevant data files have been successfully backed up.  In the event of an incident requiring re-entry of data input since the last back-up, this source documentation will be needed.

The response and involvement of External Recovery Services (Annexure C), is as contracted or requested.

Departments have procedures in place, to function manually until ICT and other facilities are made available for their processes, for the processing of these applications on recovery hardware / system(s) which may be limited by comparison with "normal" operations.

User departments maintain copies of critical documentation (e.g. operational procedures / instructions).
The services provided by ICT (Annexure M) will only be recoverable if the minimum requirements in (Annexure M) are available.
Limitations
This document does not include detailed operating work instructions for business processes or ICT applications. 

It is not the responsibility of ICT to ensure that (latest) copies of non- ICT documentation is identified, maintained up-to-date, nor held off-site.

These procedures are designed to assist the Recovery Management Team in restoring critical operations within 24 hours after a disaster has been declared.

In particular this plan does not attempt to cater in detail for the simultaneous loss of various sites.
Plan Testing and Distribution 

The recovery procedures should be tested twice a calendar year; it is the responsibility of the Security Officer to arrange the testing.

All testing activities must be planned and documented in advance, with approved objectives. The nature and scope of involvement of any third parties in testing should be agreed on at the planning stage. Following completion of test activities, a summary of the results must be presented to Management for approval.  

It is the responsibility of the Security Officer with the assistance of Director Networks to update the ICT Disaster Recovery Plan, subsequent to significant approved changes, and to distribute it twice a year to the necessary parties who will sign for a copy of their plan: See Annexure H. 

Recovery Procedures:

Call Out Initiated

Officer in Charge: ICT Representative or Campus Control

Campus Control will notify an ICT representative who will log a call at the help desk or an ICT representative will identify incident and log a call at help desk. The normal escalation procedures will be followed.

Call a Recovery Management Team Meeting 

Officer in Charge: ICT Director or Deputy

As soon as it becomes clear that the incident could result in a significant disruption to ICT, the Recovery Management Team (Annexure A) should be contacted by the ICT Director, and requested to meet. A team coordinator must be assigned.

Acquire Financial Authorization 

Officer in Charge: ICT Director or Deputy

Acquire necessary financial authorization from the Financial Department. 
Compile an Action Plan

Officer in Charge:  Recovery Management Team Leader (Annexure A)

Compile an Action Plan.

Put External Recovery Services on Alert

Officer in Charge:  Recovery Management Team Leader (Annexure A)

The appropriate support agencies should be contacted once authorization is received from the Recovery Team Leader to initiate call out of engineers and/or other support personnel as may be required.  Individual members of the Recovery Management Team (Annexure A) are responsible for calling the appropriate vendors.  Refer to Suppliers and Services (See Annexure C) for details.

Notify TUT Users

Officer in Charge: Infrastructure and Communication Support Leader (Annexure A)

The Security Officer must notify TUT users: Management, ITS System managers, ITS Users, Departmental Contacts (Annexure D) including Corporate Relations and Service Desk (Annexure F).

Prepare a Command Center and assign a Command Center Leader

Officer in Charge:  Recovery management Team Leader (Annexure A)

Prepare a Command Center (Annexure E). Assign a command Center Leader. 

Put TUT Support Services on Alert

Officer in Charge: Security Officer (Annexure A)

Put TUT Recovery Services on alert (Annexure G).

Do Damage Assessment

Officer in Charge:  TUT Recovery Services Networks, Systems and Communication Leader (Annexure G)
It is the responsibility of Recovery Services (Annexure G) to complete a damage assessment form (Annexure I) on: ITS system and ITS record damage (data loss), E-mail system and E-mail record damage (data loss), Server loss, Site loss, Network and Communication (Annexure N, O and P) loss. Review the impact and report back to the Recovery Management Team (Annexure A). 

Compile an Updated Action Plan

Officer in Charge:  Security Officer (Annexure A)
Compile an updated action plan (Annexure A).

Established Command Center takes control. 

Officer in Charge: Command Center Leader (Annexure E)
The Command Center will take the reviewed impact report and start the recovery procedure. Recovery Services (Annexure G) will make use of their skills and work instructions (Annexure L 1 – L 5) to repair the loss, or will contact necessary agencies (Annexure C) who will give service and support. This will include arrangements with insurance. Recovery Services report back to the Command Center (Annexure E) with the progress on the recovery.  The Command Center (Annexure E) will give an update on the progress to TUT Users.

Recovery Test Result 

Officer in Charge: TUT Recovery Services (Annexure G) and Command Center Leader (Annexure E)

Recovery Services must notify the Command Center (Annexure E) of the recovery test results and the Command Center (Annexure E) must notify TUT Users (Annexure D).

Review Recovery Procedure

ICT Director requests the Recovery Management Team (Annexure A), the Command Center and TUT Recovery Services to do completions of a Recovery Review form (Annexure K).

The ICT Director will initiate a DRP Update process if needed.

Annexure A   

Recovery Management Team Members

	Responsible Person
	Deputy

	Recovery Management Team Leader

Interim Director Mr. Kabelo Bokala
	Head Mr Trevor Rowe

	Security Officer


	Mr Sundaram Chatty


	Team Members

	Infrastructure and Communication Support Leader: Mr. Jan Niezen
	Systems Support Mr. Edmund Bartlett

	Systems Support: Mr. Edmund Bartlett
	Systems Support: Mr. Renier Brits

	Network Support Mr. Gerhard van Niekerk
	Network Support: Ms. Precious Mabelane

	Cabling Support Mr. Stephan Rakgoale
	Cabling Support: Mr. Raymond de Villiers

	Communication Support: Mr. Jan Niezen
	Communication Support: Ms. Linda van der Meijde

	Finance: Rudi Stander
	

	Corporate Relations: Gert Schoeman
	


Annexure B 

ICT Policies

Passwords
System/Administrative passwords are only known to the relevant system administrator during normal operational activities. A written copy is placed within a sealed envelope which is signed by the section head and system administrator. This envelope is then kept in safe custody by the Head of ICT.

Proposed and Adopted at the Change Control Committee 

Current Location: Safe at ICT 
Backup Policy

As part of its function within TUT, ICT, is tasked with the responsibility for ensuring that all information stored on Servers and Storage devices hosted by ICT is backed up and available to be restored when required. Critical data is currently mirrored, backed up to disk and then to tape, which is stored offsite

Annexure C

External Recovery Services
	Insurance

Contact Person 

Mr. Rudi Stander
TUT Treasury
	X 5058


	Name, Company & Status
	Work Details
	Home Details
	Description
	Notes

	
	
	
	
	

	Eclipse Networks
Rudie Raath  
Status: SLA regarding 

Microsoft Services and LAN equipment
	012 661 2355
	0833109594   
	
	Unit 4a Eco Fusion Office Estate

Highveld Techno Park

Centurion

	Anthon Von Den Hoven
	012 661 2355
	382-5592 (on-site) 8395
	
	

	Adele Nieman
	012 661 2355
	 082 330 4776
	
	

	
	
	
	
	

	IBM Technical Centre

Company:  IBM

Status:  Contracted
	Main:  011-3029111

Direct Line:  0800110 756
	
	IBM RS6000 (6M2)
	

	
	
	
	
	

	Mr Victor Nethononda
Company:  Matsema
Status:  External 24-hour standby
	Direct Line:  012-331 0600
	
	NEC Servers

EMC SAN
	

	
	
	
	
	

	Metrofile Pager

Company:  Metrofile

Status:  External 24-hour standby
	Direct Line:  011-8042777

Pager:  702118
	
	Off-site storage of data backups 
	

	
	
	
	
	

	Mr. Izak Bezuidenhout

Company:  CEB Backup (Pty) Ltd

Status:  External 24-hour Standby
	1 Centex Close

Eastgate

Sandton

Main:  011-8852500

Mobile:  0833054993
	012-6536337
	Backup IBM RS6000
	

	
	
	
	
	

	Mr. Hennie Botha

Company:  CEB Backup (Pty) Ltd

Status:  External 24-hour Standby
	1 Centex Close

Eastgate

Sandton

Main:  011-8852500

Mobile:  0833054986
	
	Backup IBM RS6000
	

	
	
	
	
	

	Mr. Johan Bothma

Company: First Technology

Status:  External 24-Hour

Standby
	Direct Line:  012-3473026
	
	
	

	
	
	
	
	

	Mr. Antony Friend

Company:  Metrofile

Status:  External 24-hour standby
	Main:  011-6773130

Mobile:  0833268075
	
	Off-site storage of data backups
	

	
	
	
	
	

	Mr. Neville Gordon

Company:  CEB Backup (Pty) Ltd

Status:  External 24-hour Standby
	1 Centex Close

Eastgate

Sandton

Main:  011-4440245


	011-8835191
	Backup IBM RS6000
	

	
	
	
	
	

	Mr. Stuart Love

Company:  CEB Backup (Pty) Ltd

Status:  External 24-hour Standby
	1 Centex Close

Eastgate

Sandton

Main:  011-4440245

Mobile:  0827713171
	011-8844368
	Backup IBM RS6000
	


Annexure D

User Information

Departmental Heads Contact Lists

	CONTACT LIST OF FACULTIES, DEPARTMENTS AND BURO’s

	DIVISION
	CONTACT PERSON
	TEL EXT.
	FAX. NO

	Rectorate
	Prof  E Tyobeka
	4113
	5422

	Foundation
	Mr. D Marupen
	5346
	5369

	Telematic Education
	Dr. HJ van der Merwe
	5044
	5108

	
	
	
	

	FACULTIES
	
	
	

	Science
	Prof. Peter Marias
	6208
	6210

	Arts
	Dr HM Sirayi
	6132
	6178

	Economics and Finance
	Prof Mario Scerri
	0530
	0812

	Faculty of Engineering and the Built  Environment

       
	Prof. F Otieno
	5120
	4108

	Information & Communication Technology
	Dr. J J Zaaiman
	9689
	9146

	Management Science
	Dr S Swanepoel
	5580
	4109

	Humanities              
	Dr S Mukhola
	9240
	0975

	
	
	
	

	DEPARTMENTS
	
	
	

	Academic Administration
	Mr. NJ vd M Stoffberg
	5180
	5181

	Residences
	Mr. M Rabie
	5516
	5882

	Buildings and Estates
	Mr. P Engelbrecht
	4501
	4505

	Corporate Relations
	Mr . Gert Schoeman 
	5542/3
	5343

	Finances
	Dr. D Tromp
	5055
	4420

	Human Resources
	Ms Vicky Tlhabanelo
	4795
	4296

	Library Services
	        Ms. Vivian Agyei
	0676
	

	Logistical Services
	Mr. GJ Labuschagne
	5466
	5459

	Personnel Development
	Dr. M le Grange
	5431
	5793

	Quality Promotion
	Mr D Naidoo
	5646
	5218

	Strategic Information and Planning
	Dr E L van Staden
	4904
	5325

	BUREAU’S
	
	
	

	Student Affairs
	Dr M R Laka-Mathebula
	4789
	4790


	ITS SYSTEM MANAGER MATRIX

	(Updated: August 2006)

	SYSTEM MANAGER 
	CONTACT DETAILS

	System/Proces
	System Manager
	Primar/ Secon
	Exten
	Fax
	Staff No
	Office No
	E-Mail

	Academic Administration Access
	Leandra Godefroy
	Primary 
	x4221
	x5950
	504920
	21 - G 161
	godefroyl@tut.ac.za

	
	Precilla Doman
	Secondary
	x5957
	x5950
	533793
	21 - G 155
	domanp@tut.ac.za

	Academic Structure
	Precilla Doman
	Primary
	x5957
	x5950
	533793
	21 - G 155
	domanp@tut.ac.za

	
	Leandra Godefroy
	Secondary
	x4221
	x5950
	504920
	21 - G 161
	godefroyl@tut.ac.za

	ACB System
	Hennie van der Walt
	Primary
	x5065
	x5058
	573019
	21 - 171
	vanderwalthp@tut.ac.za

	
	Elize Steyn
	Secondary
	4405
	5740
	578150
	21 - 388
	steynej@tut.ac.za

	Applications
	Doret Grobler
	Primary
	x4298/x5137
	x4119
	513555
	21 - 333
	groblersd@tut.ac.za

	
	Kathleen van Vollenstee
	Secondary
	x4299
	x4119
	580341
	21 - G 333
	vanvollensteekm@tut.ac.za

	AR System
	Chrissie Blignaut
	Primary
	x5201/x5682
	x5947
	506189
	21 - G 94
	blignautmc@tut.ac.za

	Asset 
	Kobus Odendaal
	Primary
	x5030
	x5027
	301906
	21 - 173
	odendaaljj@tut.ac.za

	
	Elize de Swardt
	Secondary
	x4979
	x5647
	804154
	6 - G 14
	vaneckme@tut.ac.za

	Audit
	Trudie Grobbelaar
	Primary
	x5050
	x5057
	102784
	21 - 177
	grobbelaaramg@tut.ac.za

	Bursaries & Loans
	Roekus de Villiers
	Primary 
	x4116
	x4153
	532860
	B53 - 120
	devilliersjh@tut.ac.za

	
	Tertia van Schalkwyk
	Secondary
	x5836
	x4153
	513440
	B53 - 120
	vanschalkwyktg@tut.ac.za

	Cashbook
	Marina Joubert
	Primary
	x5500
	x5047
	542075
	21 - 169
	joubertm1@tut.ac.za

	
	Chrissie Blignaut
	Secondary
	x5201/x5682
	x5947
	506189
	21 - G 94
	blignautmc@tut.ac.za

	Collaboration Agreement Unit
	Elbie Fourie
	Primary
	x4376
	x4460
	304395
	21 - LG02
	fourieej@tut.ac.za

	
	Isabel Grobler
	Secondary
	x4375
	x4460
	576603
	21 - LG02
	grobleri@tut.ac.za

	Counter Control
	Paul Mokoena
	Primary
	x4662
	x5947
	823744
	21 - G 94
	mokoenanp@tut.ac.za

	
	 
	 
	 
	 
	 
	 
	 

	Creditor Services
	Vanessa van Graan
	Primary
	 
	x4216
	302708
	21 - 191 C
	vangraanv@tut.ac.za

	
	Louise Neethling
	Secondary
	x5063
	x4216
	514780
	21 - 191 B
	neethlingl@tut.ac.za

	Distance Education
	Lynette Ackerman
	Primary
	x4701
	x5131
	303062
	21 - 466
	ackermanl@tut.ac.za

	Examination Timetable
	Rentia van Wyk
	Primary 
	x5152
	x5904
	102067
	21 - LG03
	vanwykr@tut.ac.za

	
	Karen Kok
	Secondary
	x5146
	x5904
	573574
	21 - LG02
	kokk@tut.ac.za

	Financial Control
	Petro Barnardo
	Primary
	x5051
	x5057
	507857
	21 - 160
	barnardop@tut.ac.za

	
	Alida van der Walt
	Secondary
	x5751
	x5057
	526100
	21 - 162
	vanderwalta@tut.ac.za

	Financial General Support Codes
	Petro Barnardo
	Primary
	x5051
	x5057
	507857
	21 - 160
	barnardop@tut.ac.za

	
	Alida van der Walt
	Secondary
	x5751
	x5057
	526100
	21 - 162
	vanderwalta@tut.ac.za

	Graduation
	Makkie Pieterse
	Primary
	x4404
	x4119
	557730
	21 - G 176
	pietersemj@tut.ac.za

	
	Christa Wagner
	Secondary
	x5133
	x4119
	587699
	21 - G 136
	wagnerjc@tut.ac.za

	Human Resources
	Benita de Beer
	Primary
	x5444
	x5437
	533351
	21 - 361
	debeerb@tut.ac.za

	Information
	Amanda van der Merwe
	Primary
	x4142
	x5845
	301469
	21 - G 195
	vandermerweam@tut.ac.za

	Letters
	Doret Grobler
	Primary
	x4298
	x4119
	513555
	21 - 333
	groblersd@tut.ac.za

	
	Michelle Bosch
	Secondary
	x5137
	x5134
	525260
	21 - 333
	boshm@tut.ac.za

	Library
	Ilse van der Merwe
	Primary
	x4235
	x5485
	528692
	20 - 115B
	vandermerwei@tut.ac.za

	
	Karina van Lochem
	Secondary
	x4478
	x5485
	537349
	20 - 115B
	vanlochemkh@tut.ac.za

	Management Reporting
	Gielie du Toit
	Primary
	x5697
	x5057
	549193
	21 - 161
	dutoitgd@tut.ac.za

	Media Bookings
	Monica Prinsloo
	Primary
	x5973
	x4202
	506737
	21 - 129
	prinsloom@tut.ac.za

	
	Anel Meyer
	Secondary
	x5453
	x4202
	578460
	21 - 133
	meyera@tut.ac.za

	MIS
	
	
	
	
	
	
	

	
	Moira van der Merwe
	Secondary
	x5676
	x5591
	544108
	20 - 136
	vandermerwemc@tut.ac.za

	Procurement
	Kobus Odendaal
	Primary
	x5030
	x5027
	301906
	21 - 173
	odendaaljj@tut.ac.za

	
	Marinda Visser 
	Secondary
	x5026
	x5027
	303569
	21 - 168
	visserm@tut.ac.za

	Registration
	Wally Langa
	Primary
	4256
	x5134
	575727
	21 - 333
	langaws@tut.ac.za

	
	Michelle Bosch
	Secondary
	5137
	x5131
	525260
	21 - 333
	boshm@tut.ac.za

	 
	Ronnel Kloppers
	Primary
	5977
	5968
	303666
	44 - G 01
	kloppersrf@tut.ac.za

	Residences: GLA's
	Veronica Bredenkamp
	Secondary
	4203
	5968
	514659
	44 - G 01
	bredenkampv@tut.ac.za

	Residences: Admin & SD
	Judy Buys
	Primary
	x5992
	x5512
	512117
	44 - G 07
	buysjd@tut.ac.za

	
	Ronnie Gouws
	Secondary
	5514
	5512
	618608
	44 - G 07
	gouwsr@tut.ac.za

	
	 
	 
	 
	 
	 
	 
	 

	Salaries
	Hennie van der Walt
	Primary
	x5065
	x5740
	573019
	21 - 171
	vanderwalthp@tut.ac.za

	
	Elize Steyn
	Secondary
	x4405
	x5740
	578150
	21 - 388
	steynej@tut.ac.za

	Student DT System
	Chrissie Blignaut
	Primary
	x5201/x5682
	x5947
	506189
	21 - G 94
	blignautmc@tut.ac.za

	Space
	Karen de Wet
	Primary
	x4507
	x4505
	512745
	1 - G 03
	dewetke@tut.ac.za

	Store
	Kobus Odendaal
	Primary
	x5030
	x5027
	301906
	21 - 173
	odendaaljj@tut.ac.za

	
	Linda Snyman
	Secondary
	x4163
	x5027
	534927
	21 - G 167
	snymang@tut.ac.za

	Student System
	Precilla Doman
	Primary
	x5957
	x5950
	533793
	21 - G 155
	domanp@tut.ac.za

	Study Records (Examinations)
	Hilde Fabian
	Primary
	x5538
	x5131
	512702
	21 - G 27
	fabianh@tut.ac.za

	
	Carin du Toit
	Secondary
	x5539
	x5131
	303992
	21 - G 25
	dutoitc@tut.ac.za

	Time Tables
	Monica Prinsloo
	Primary
	x5973
	x4202
	506737
	21 - 129
	prinsloom@tut.ac.za

	
	Anel Meyer
	Secondary
	x5453
	x4202
	578460
	21 - 133
	meyera@tut.ac.za

	Traffic Control
	Franche Jansen van Rensburg
	Primary
	x4137
	x5459
	202592
	 
	JansenVanRensburgF@tut.ac.za

	
	Rani Singh
	Secondary
	4753
	x4129
	543187
	4 - G 49
	singhr@tut.ac.za

	Vehicle Bookings
	Talita Young
	Primary
	x5915
	x5471
	538809
	1 - G 02
	youngt@tut.ac.za

	
	Laura dos Santos
	Secondary
	x6386
	x5471
	101737
	1 - G 02
	dossantosl@tut.ac.za

	Venue Bookings
	Monica Prinsloo
	Primary
	x5973
	x4202
	506737
	21 - 129
	prinsloom@tut.ac.za

	
	Anel Meyer
	Secondary
	x5453
	x4202
	578460
	21 - 133
	meyera@tut.ac.za

	Winter-/Summer School
	John-John Mason
	Primary
	x4381
	x5131
	567361
	21 - G 179
	masonjj@tut.ac.za

	
	Amanda van der Merwe
	Secondary
	x4142
	x5845
	301469
	21 - G 195
	vandermerweam@tut.ac.za

	Short Courses
	Branus Viljoen
	Primary
	x4672
	x4673
	596205
	21 - 333
	viljoenb@tut.ac.za

	Electronic Filling System
	Dorette Grobler
	Primary
	x4298/x5137
	x4119
	513555
	21 - 333
	groblersd@tut.ac.za
	
	
	
	
	
	
	


Annexure E

Command Centre

Officer in Charge:  Command Center Leader (Annexure A)

The location to be used as a Command Center for recovery operations / activities is:

21-270, If not available or needs to be not on Pretoria Campus, the Command Center location will be decided by the Recovery Management Team.
 The following must be available at the Command Center in the Battle Box:

	Telephone and Stationary

	Whiteboard + Pen

	

	These lists are all subject to changes
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	Recovery Management Team

	Annexure B
	ICT Policies

	Annexure C
	External Recovery Services

	Annexure D
	User Information

Management

Departmental

ITS System Managers

ITS Users

	Annexure E
	Command Center 

	Annexure F
	Service Desk

	Annexure G
	TUT Recovery Services

	Annexure H
	Plan Distribution List

	Annexure I
	Damage Assessment Form
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	Annexure K
	Recovery Review Form

	Annexure L 1
	Backup Plan Procedures

	Annexure L 2
	DR Procedures

	Annexure L 3
	Systems Recovery Procedures

ITS

Library Innopac

Library Web

TMS

FAB

	Annexure L 4
	Storage Area Network Recovery Procedures 

	Annexure L 5
	Work Instructions 

AD

Exchange

ISA

ITS Production Oracle Database
Recovering data on a Windows server

	Annexure M
	The services provided  with minimum requirements 

	Annexure N
	LAN Layout

	Annexure O
	TENET Layout

	Annexure P
	WAN Layout


Annexure F

Service Desk

	Service Desk Contact Details

	

	Email Servicedesk@tut.ac.za  of Intranet Tel 3825678

	

	Name
	Mobile Number
	Speed Dial

	Piet Swanpoel (Head)
	082 884 1681
	8209

	Charlotte Smit 
	083 321 6135
	8216

	Helga Oberholzer 
	083 564 4269
	8306

	Doreen Manqojane 
	083 928 9992   
	8244

	Gerrit Malan 
	076 5589 755
	

	Helen Lebeloe 
	082 922 2013
	

	Abijah Makena (Contractor) 
	073 2513 323
	


Annexure G 

TUT Recovery Services

	Responsible Person
	Deputy

	Infrastructure and Communication Support Leader: 

Mr. Jan Niezen
	Systems Support: Mr. Edmund Bartlett

	Recovery Services Systems Team Members

	Systems Support: Mr. Edmund Bartlett
	Systems Support: Mr. Renier Brits

	Recovery Services Networks
	

	Network Support: Mr. Kobus Croukamp
	Systems Support: Mr. Stephan Dique

	Networks Support: Mr. Gerhard van Niekerk
	Network Support: Me. Precious Mabelane 

	Recovery Services Communication

	Cabling Support Mr. Stephan Rakgoale
	Cabling Support: Mr. Raymond de Villiers

	Communication Support: Mr. Jan Niezen
	Communication Support: Me. Linda van der Meijde


Annexure H

Distribution List 

The Distribution list consists of the following: Recovery Management Team (Annexure A), External Recovery Services (Annexure C) and TUT Recovery Services (Annexure G). Each person who receives a copy of the Disaster Recovery Plan needs to sign the DRP Distribution Register.
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	DRP Distribution Register

	Version
	Name and Surname
	Date
	Signature

	1.1
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


Annexure I
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Damage Assessment Form

	Division Name: ICT  
	Contact Name:

	Site:
	Contact (Tel) No.:

	Date:
	Time:


	Location
	Description of Damage

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


	Approved by:
	Signature:

	Date:
	


Annexure J

Identified Servers - Insurance Covered

	
	
	
	
	
	

	Pretoria Campus 
	
	
	
	
	

	Building 30 servers
	
	
	
	
	

	Hardware type
	Make and model
	Serial number
	Asset number
	Replacement value
	Server description

	Computer Cabinet
	NEC
	
	
	
	

	Server
	NEC
	802327780005
	187590
	R 80,000.00
	LIBSERV05

	Server
	NEC
	802418900008
	190188
	R 80,000.00
	UNICENTER

	Server
	NEC
	802418890002
	190167
	R 80,000.00
	UNICENTER

	Server
	NEC
	800797260003
	178508
	R 80,000.00
	CYCAD

	Server
	NEC
	800797250004
	
	R 80,000.00
	

	Server
	NEC
	**
	**
	R 80,000.00
	YELLOWWOOD

	Server
	NEC
	**
	**
	R 80,000.00
	ENTSERV01

	Server
	NEC
	**
	**
	R 80,000.00
	FEROX

	Server
	NEC
	**
	**
	R 80,000.00
	PINE

	Server
	NEC
	**
	**
	R 80,000.00
	WILLOW 

	Server
	NEC
	**
	**
	R 80,000.00
	OAK

	Server
	NEC
	**
	**
	R 80,000.00
	BURCH

	Server
	NEC
	**
	**
	R 80,000.00
	INGOT

	Server
	
	
	
	
	JUPITER

	Computer Cabinet
	IBM
	SN68777
	
	R 40,000.00
	

	Server
	IBM
	659A5BF
	176293
	R 600,000.00
	TUTPROD

	Tape drive 
	ADIC
	
	175615
	R 350,000.00
	BACKUP LIBRARY

	Storage Area Network
	EMC
	CK200024500011
	176350
	R 3,500,000.00
	SAN SERVER

	Server
	NEC
	800797240005
	
	R 60,000.00
	Scorpio

	Server
	NEC
	800794620008
	
	R 60,000.00
	VACANT

	Server
	NEC
	**
	**
	R 60,000.00
	VACANT

	Server
	NEC
	**
	**
	R 60,000.00
	TAURUS

	Server
	NEC
	**
	**
	R 60,000.00
	LIBRA

	Server
	IBM(6F1)
	657882A
	149960
	R 200,000.00
	GEMINI/PTECHITS

	Server
	IBM(7029)
	65281BA
	
	R 250,000.00
	VIRGO/

	Server
	CLONE
	CPV023541
	160599
	R 15,000.00
	SMS SERVER

	Server
	MECER
	M10937835
	
	R 30,000.00
	TMS SERVER

	Server
	MECER
	M8780391
	165521
	R 30,000.00
	UNICENTER

	Server
	MECER
	M8780384
	165522
	R 30,000.00
	UNICENTER

	Server
	MECER
	M8780387
	165519
	R 30,000.00
	UNICENTER

	Server
	MECER
	M8780394
	165520
	R 30,000.00
	UNICENTER

	Server
	CLONE
	ECHK1250124
	144833
	R 35,000.00
	LIBRARY SERVER

	Server
	CLONE
	ECHK3362192
	173962
	R 35,000.00
	LIBRARY SERVER

	Server
	DELL
	3V5NK0J
	164377
	R 40,000.00
	LIBRARY SERVER

	Server
	DELL
	N6HJN
	117830
	R 15,000.00
	DIAL-UP SERVER

	Server
	IBM
	44F74A(F50)
	107536
	R 40,000.00
	NOT USED

	External disks
	IBM
	1015911
	115589
	R 25,000.00
	NOT USED

	Server
	CLONE
	
	
	
	

	Server
	CLONE
	C0M0016629
	
	R 10,000.00
	REPLICATION SERVER

	Server
	DELL
	8XMFJ0J
	162642
	R 50,000.00
	PALM (BACK. SERVER)

	Server
	NEC
	
	188530
	R 50,000.00
	SHAREPOINT

	Switch
	CABLETRON 2200
	152099
	
	

	Switch
	CABLETRON 2200
	
	
	

	Switch
	CABLETRON 2200
	
	
	

	Switch
	CABLETRON SSR200
	
	
	

	Switch
	ENTERASYS 
	191312
	
	

	Switch
	CABLETRON ERS100
	
	
	

	Hub
	3COM
	
	
	
	

	Fibre Converter
	MRV
	
	191313
	
	

	Fibre Converter
	MRV
	
	191314
	
	

	Server
	SUN FIRE V120
	CF23903286
	
	
	INNOPAC

	Tape drive library
	SUN  
	716G2392
	
	
	TAPE DRIVE

	Router
	CISCO 1700
	
	
	
	

	Router
	CISCO 2500
	
	76843
	
	

	Router
	CISCO 2500
	
	132128
	
	

	Router
	CISICO 1600
	115154
	
	

	Router
	CISCO 1600
	
	
	
	

	Server
	MECER
	ECHK2422648
	165232
	R 40,000.00
	BER

	Server
	MECER
	ECHK2481834
	165235
	R 40,000.00
	SYBASE

	Server
	DELL
	6FYMK0J
	161424
	R 50,000.00
	ENTSERV02

	Server
	MECER
	ECHK3042740
	165879
	R 40,000.00
	MIMER

	Server
	CLONE
	
	
	
	TELEMATIES

	Server
	CLONE
	
	
	
	TELEMATIES

	** SERVER SERIAL NUMBERS AND ASSET NUMBERS NOT VISIBLE. SERVERS NEED TO BE POWERED OFF TO MAKE SERIAL NUMBERS VISIBLE

	GaRankuwa servers
	
	
	
	
	

	Server
	NEC
	800794650005
	
	R 60,000.00
	Cotton

	Server
	NEC
	800794650006
	
	R 60,001.00
	WOODII

	Server
	DELL
	800797200009
	
	R 70,000.00
	Inopinus

	Soshanguve
	DELL
	
	
	R 60,000.00
	Cerinus

	Server
	
	
	
	
	

	Server
	DELL
	
	
	R 70,000.00
	Humilis

	Server
	DELL
	
	
	R 70,000.00
	HEENANII

	Nelspriut
	
	
	
	R 60,000.00
	CYPRESS

	Server
	
	
	
	
	

	Server
	
	
	
	R 70,000.00
	Nubimontanus

	Polokwane
	
	
	
	R 60,000.00
	POGGEI

	Server
	
	
	
	
	

	Server
	
	
	
	R 70,000.00
	ASH

	Witbank
	NEC
	800794650005
	
	R 60,000.00
	KENNY

	Server
	
	
	
	
	

	Server
	NEC
	800797200009
	
	R 70,000.00
	WATTLE

	Corporate Relations
	
	
	
	
	

	Server
	
	
	
	
	Contact Centre

	Server
	
	
	
	
	Venus

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	TOTAL
	R 7,695,001.00
	


Annexure K

Recovery Procedures Review Form 

[image: image4.jpg]Tshwane University
of Technology

We empower people




Recovery Procedure Review Form

	Recovery Procedures 
	Review Comments

	Call a Recovery Management Team Meeting 
	

	Compile an Action Plan


	

	Put Support Agencies on Alert


	

	Notify TUT Users


	

	Prepare a Command Center and assign a Command Center 

Leader
	

	Put Recovery Services on Alert


	

	Do Damage Assessment


	

	Update the Action Plan


	

	Do Recovery 

	Make use of own skills and work instructions
	

	Make use of external services: Insurance, skills and equipment
	

	Progress Update to Command 

Center
	

	Progress Update to TUT Users

 
	

	Recovery Test result


	

	Notify Command Center


	

	Notify TUT Users


	


Annexure L 1  

Backup Plan

	
	
	Backup
	Seq.
	
	
	
	
	
	
	

	
	Server
	Mirrored 
	To Disk
	To Tape
	Procedures
	Responsible  Person
	Contact Numbers
	DRP/BCP/ Equipment
	Risks
	Recommendations

	1
	ITSPROD
	Yes
	Yes
	Yes
	Backup tapes are stored offsite with Metrofile
	Kobus 
	
	None
	No DRP/BCP exists. A tape restore is time consuming and guaranteed to restore 100% of the time. Extended down time affecting all TUT business processes
	Log Archiving will require SAN upgrade Develop BCP

	
	
	
	
	
	Daily Weekly tapes
	Renier
	
	
	Single Backup Administrator
	

	
	
	
	
	
	Data available on Test Server
	Edmund
	
	
	
	

	
	
	
	
	
	
	Metro file
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	2
	Ferrox
	No
	Yes
	No
	Firewall Rules Exported
	Kobus
	
	None
	Single Backup Administrator
	Test Environment

	
	
	
	
	
	
	Gerhard
	
	
	
	

	
	
	
	
	
	
	Otis
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	3
	MailServer1
	No
	Yes
	Yes
	Mail Store is Backed Up
	Kobus
	
	None
	No Test Environment to restore to
	Mail Archiving will assist in reducing data backed up as well as beige a legal requirement'

	
	
	
	
	
	Backup kept for a week
	Gerhard
	
	
	Single Backup Administrator
	SAN Storage will also be reduced

	
	
	
	
	
	
	Precious
	
	
	
	Test Environment

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	4
	INGOT
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	5
	LANATUS
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	6
	MIMER
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	7
	NATALENSIS
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	8
	NTHEBET
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	9
	OAK
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	10
	PINE
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	11
	WILLOW
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	12
	YELLOWWOOD
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	13
	AMO-MANAGER
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	14
	GARICT02
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	15
	KNIPEJ
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	16
	TMS01
	No
	Yes
	Yes
	Partial Backup to tape (Database)
	Kobus, Gajima
	
	Yes (CEB Wananzi)
	No DRP Exists, Testing restore end August
	Test Environment

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	17
	TNGSUS
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	18
	TUTBAK01
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	19
	TYPING
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	20
	IDSMANAGER
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	21
	PALM
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	22
	SYBASE
	No
	Yes
	Yes
	Legato Backups to tape
	Edmund
	
	None
	Single administrator, No restore environment
	Test Environment

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	23
	TNGCCT
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	24
	TNGEXCH03
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	25
	TNGSUN02
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	26
	TUTAVS02
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	27
	TUTPRNS01
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	28
	LIBSERV
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	29
	LIBSERV05
	
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	30
	LIBSERV01
	No
	Yes
	Yes
	Legato Backups to tape
	Stephan, Library IT
	
	None
	No restore environment
	Test Environment

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	31
	GEMINI
	No
	Yes 
	Yes
	Legato Backups to tape
	Renier, Stephan
	
	Yes (CEB Wananzi)
	Single Backup Administrator
	None

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	32
	TUTTEST
	Yes
	Yes
	Yes
	Legato Backups to tape
	Renier, Stephan
	
	None
	No restore environment
	


Annexure L 2 
Current DR Procedures

Backups are scheduled to run a full backup on weekends (Fridays) and incremental from Monday thru Thursday. Tapes are used on a four week cycle   . The second oldest set is sent offsite to Metrofile on Tuesdays. Tapes not in use for the current cycle is kept in a fire proof media safe in building 20.
All the systems connected to the SAN are backed up to tape using the normal schedule. All the operating systems (AIX, Linux and Windows) which do not reside on the SAN are backed up to Tape.

Recovery
 If the SAN mirroring can not be used to recover, the following additional recovery methods are available

1. Operating Systems

AIX backup and restore

The operating system is installed on the local hard drives and not on the SAN. For this reason we backup the AIX operating system to tape on the local tape drive.

To backup the AIX operating system on tape you need to put a tape into the local tape drive. Then you run the following command: 

/scripts/mksysb.sh

This command will automatically start to run the backup to the tape. 

This is done once a month.

To restore this backup and the operating system, you must set the server to boot from tape. Then you put the backup tape into the local tape drive and start the server. It will restore the operating system from the tape as it boots.



Windows backup and restore

Windows servers operating systems will be re-installed from media and the data will be recovered from tape media.

2. Databases (Oracle and MS Exchange)

Oracle – Export is made on a daily basis and is then backed up to tape.(Maximum 1 day data loss and 14 hour recovery time)

A Project is in progress to enable log archiving and to create a standby database. By doing this we hope to get minimal data loss (5 minutes) and a 15 minute recovery time.

Exchange – Currently an export to disk of the exchange servers is done and can be used to recover the database by importing the database from either disk or tape. We are in the process of installing Legato Networker Exchange agents on all our mail servers. This enables you to backup an open database to tape which can be used to restore a part, or the whole exchange database

Other databases – Various other databases are backed up without using the Legato agents. These databases are exported to disk, and the export file is backed up to tape. (TMS, Sybase, Library Oracle, FAB)
On the TUT remote campuses, we currently backup the servers to disk. The backup copy is to disk on a server that is at a different location, on the same campus, than the production server. Once the TUT MAN is in place, all the campuses in the Tshwane metropolitan area will be backed up centrally to tape in building 30 of the Pretoria campus. The recovery procedure of these servers is the same as for the servers on the Pretoria campus. 

Annexure L 3

System Recovery Procedure
A. ITS system

1. Recovery consists of recovering the AIX UNIX operating system, the Oracle database, the Oracle web server and applications and the Oracle application server with the ITS applications.

2. Production AIX UNIX – The operating system resides on the IBM P650 servers internal disks. This is backed up once a month by writing a MKSYSB to 8mm tape.

3. Production Oracle database – The Oracle software system resides on the IBM P650 server’s internal disks. This is backed up by Legato Networker software.
B. Libray Innopac Server

1. This server is maintained by III, an American company. We are making a daily backup through a menu on the Innopac system. Recovery will be done by III.
C. Library Web system

1. Oracle database server

2. Oracle Application Server

3. Oracle Web server
D. TMS system

1. SQL server database server. Gajima AST does the maintenance and backup to disk of the database. TUT will backup the database to tape and assist with restore process. Test to be done on 21 August 2006.
E. FAB system

1. System is maintained by 3rd party and we do backups of the database.

Annexure L 4

Storage Area Network Recovery Procedure
1. SAN – All systems connected to the SAN is Mirrored between building 30 (CX600) and building 3 (CX500)

2. If the   SAN in building 30 goes down the servers can be rezoned to the SAN in building 3 after the mirrors have been promoted to Primaries.

3. If the SAN and servers go down in building 30, you will need to install Operating systems on the temporary servers and link them to the SAN in building 3 with the correct Host Bus Adapters. The mirrors will have to be promoted to primaries and the LUNS will have to be assigned to the temporary servers.

4. Snap shots are made manually of the ITS system on a daily basis. These snap shots can be rolled back to a point in time if needed, it can also be assigned to the ITS test server to refresh the data.

5. Oracle – Export is made on a daily basis and is then backed up to tape. (Maximum 1 day data loss and 14 hour recovery time). A Project is in progress to enable log archiving and to create a standby database. By doing this we hope to get minimal data loss (5 minutes) and a 15 minute recovery time.

6. All the operating systems (AIX, Linux, Windows and Novell) which do not reside on the SAN are backed up to Tape.

7. Backups are scheduled to run a full backup on weekends (Fridays) and incremental from Monday thru Thursday. Tapes are used on a four week cycle . The second oldest set is sent offsite to Metrofile on Tuesdays. Tapes not in use for the current cycle is kept in a fire proof safe in building 20.

8. If a server that is not connected to the SAN fails, the new / fixed server will have to be set up with the Operating system and the backup client. The data can then be restored to the server.

9. All the systems connected to the SAN are also backed up to tape using the normal schedule.

Annexure L 5

Work Instructions for System Recovery
Assumption is that suitably qualified staff should be made available during recovery

Note due to replication a minimum of two days would be required to reach full functionality.

AD
Case 1 

(All sites down – Highly unlikely)

Acquire bare bone system (At least 3)

Load Operating System – Clean install from Vendor CD’s

Restore Last System State and AD database - Restore data/media/agents to be provided by hosting team

Re-configure Services (DNS DHCP)

Re-apply patch levels

Case 2

Domain Controllers still exist

Transfer roles to existing servers

Allow new roles to replicate

Acquire bare bone system as replacement

Load Operating System – Clean install from Vendor CD’s

Join server to domain as DC

Re-configure Services (DNS DHCP)

Replicate AD and check that it is functioning (DCDIAG etc)

Re-allocate server roles 

Exchange

Domain Controllers still exist

Acquire bare bone system as replacement

Load Operating System – Clean install from Vendor CD’s

Join server to domain 

Load Exchange and apply patches

Restore Exchange database Restore data/media/agents to be provided by hosting team

ISA (Firewall)

Load Bare bone system OR Use appropriate sever in dual role

Join to Domain

Install ISA software and apply patches

Restore ISA data to be provided by hosting team

Restore ISA rule set

Change Modify DNS entries to match removed/faulty server

Work Instructions for Recovery of ITS Production database server

There are 4 different ways of recovering the ITS Production Oracle Database
1. Using a EMC SAN(Storage Area Network) snap shot taken with the Oracle database in shutdown mode

2. Fracturing the mirror between the SAN in Building 30 and the SAN in Building 3.

3. Loading the previous RMAN backup and applying the Logs.

4. Import the data from an export of the Oracle database.

Snap shot

Making a snap of a LUN on the SAN

1. Sign on to SAN management system (168.172.64.51,52,53,54).

2. Expand SAN in building 3.

3. Right click on Building 3  SAN.

4. Select “snapview”.

5. Select “create a new snapview session”.

6. supply name for snap shot session.

7. Select “consistent and persistent”

8. Select LUN’s to be snapped.

9. Click “OK”.

10. Respond “Yes” to prompt

11. Expand “snapshot”, then session on management console to verify that snap shot session is running.

Rollback of snap shot

1. Sign on to SAN management system (168.172.64.51,52,53,54).

2. Expand SAN in building 3.

3. Expand snap shot, and then session on management console to verify that snap shot session is running.

4. Make sure to detach / unmount file system from relevant server

5. Right click on relevant session.

6. Select rollback – make 100% sure that you want to rollback.

7. Supply recovery session details.

8. Start session.

Mount “snapped” file system
Sign on as ROOT

Follow the next steps:

cfgmgr  (Enter)

Gaan na /usr/lpp/Symmetrix/bin

emc_cfgmgr  (Enter)

powermt config  (Enter)

powermt display dev=all  (Enter)

hdiskpower disks is now visible

Import nuwe volume group

importvg –y (vgname) (hdiskpower name)  (Enter)

mount –o ro (filesystem name) (mount point)  (Enter)
Snapped filesystems will now be available to be mounted 

Clone of production Oracle to test Oracle server
Copy the files from the mount points which the system administrator created for the copy on the test server, to the destinations indicated in this script.  Do not copy the control files, only the .dbf and .log files must be copied. 

Run this script as sysdba.  This will recreate the control files and start up the database.

STARTUP NOMOUNT

CREATE CONTROLFILE SET DATABASE "TESTV13" RESETLOGS  NOARCHIVELOG

SET STANDBY TO MAXIMIZE PERFORMANCE

MAXLOGFILES 5

MAXLOGMEMBERS 3

MAXDATAFILES 100

MAXINSTANCES 1

MAXLOGHISTORY 907

LOGFILE

GROUP 1 '/prod/oradata/testv13/redo01.log'  SIZE 200M,

GROUP 2 '/prod/oradata/testv13/redo02.log'  SIZE 200M,

GROUP 3 '/prod/oradata/testv13/redo03.log'  SIZE 200M

-- STANDBY LOGFILE

DATAFILE

'/prod/oradata/testv13/system01.dbf',

'/prod/oradata/testv13/undotbs01.dbf',

'/prod/oradata/testv13/cwmlite01.dbf',

'/prod/oradata/testv13/drsys01.dbf',

'/prod/oradata/testv13/indx01.dbf',

'/prod/oradata/testv13/tools01.dbf',

'/prod/oradata/testv13/users01.dbf',

'/prod/oradata/testv13/xdb01.dbf',

'/prod/oradata/testv13/p01prt.dbf',

'/testv13/oradata/testv13/p01prt1.dbf',

'/testv13/oradata/testv13/p02prt.dbf'

CHARACTER SET WE8ISO8859P1;

ALTER DATABASE OPEN RESETLOGS;

ALTER TABLESPACE TEMP ADD TEMPFILE '/prod/oradata/testv13/temp01.dbf';

update global_name set global_name=’testv13.tut.ac.za’;

conn gen/gen

update gdmoun

set gdmdcode='/junk/testv13';

update gdaprm

set gdadcode='/junk/testv13';

update gdfque

set gdfdcode='/junk/testv13';

update gadins

set gadname=TUT - testv13',gadaltname='TUT - testv13'

where gadcode= 309;

commit;

conn system/manager

update global_name

set global_name='testv13';

commit;

Fracturing mirrors between SAN’s
1. Sign on to SAN management system (168.172.64.51,52,53,54)

2. Expand SAN in building 30.

3. Go to Remote mirrors
4. Make sure that all activity on source LUN is stopped.

5. Wait approximately 2 minutes until status shows “synchronized”, not “synchronizing”

6. Select mirror to be fractured, right click and select fracture

7. NB ! SAN will show fault state when any mirror is fractured

8. For promotion or rezoning of mirrors, contact BCX
If a multiple LUN’s are mirrored for a server, 

1. Expand Consistency group, 

2. Select relevant group and 

3. Right click on fracture.

Work instructions for recovering data on a Windows server
1. Install Operating system on server.

2. Install Legato agent for Windows on server

3. Click on programs , Legato networker , Networker user

4. Click on restore icon top left

5. Mark data to be restored

6. Click on start recover on icon

7. Follow progress on the work screen

8. If the tape is in the library the recovery will start

9. If the required tape is not in the library there will be an alert on the server side

10. Check the alert on the backup server management console

11. Get the tape from the safe in building 21 / Metro file

12. Put the tape in the mailbox of the library

13. Go to the Devices menu in the Management Console

14. Right click on one of the tape drives and select deposit

15. The tape will be deposited into the library an loaded into a tape drive

16. The recover will now begin

Annexure M
The services provided with minimum requirements
	The services provided by ICT will only be recoverable if the 

Minimum Requirements are available.

	Service (Pretoria Campus)
	Minimum Requirements

	EMC SAN
	Primary SAN is mirrored to the secondary SAN

	 
	Snap shots are taken of Exchange and Oracle

	 
	Tape backups are taken of all SAN LUN's

	 
	Tape backups are used in a 4 week cycle and stored offsite

	Active Directory
	AD mirrored to secondary SAN

	 
	Daily and weekly backup to tape done

	Exchange 
	Daily and weekly backup to tape done

	 
	Mirroring of database to secondary SAN

	Oracle database
	RMAN backup done every night

	 
	Log archiving switched on

	 
	Daily Oracle Export of database done 

	 
	Secondary ITS Server(tuttest) available for restore

	 
	Database mirrored to secondary SAN

	 
	Daily and weekly backup to tape done

	Oracle applications
	Daily and weekly backup to tape done

	Internet
	Tenet NTU’s duplication in build 3

	Firewall
	 

	Telkom WAN links
	Duplication of NTU's in build-3 PABX

	Internal LAN communication
	Star fibers to building 3 comp room from each build

	 
	Extra core switches or blades in 6000.

	 
	Extra fiber convertors in build 3

	Soshanguve,Garankuwa, Arts,  DF Malan, Golf Academy, Witbank, Polokwane, Nelspruit 

	Exchange 
	Daily and weekly backup to tape done. Currently backups are done to disk

	User data
	Daily and weekly backup to tape done. Currently backups are done to disk

	ISA(Firewall)
	Daily and weekly backup to tape done. Currently backups are done to disk


Annexure N
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